salesforce

Artemis Panagopoulou?”, Le Xuel™,

Overview

* Effective and efficient scalable framework for independent
modality alignment to a frozen LLM showing emergent reasoning
across multiple modalities simultaneously.

* Introduce the first benchmark DisCRn requiring models to perform
discriminatory reasoning across multiple modalities.

* A comparison of two prominent modality-to-language projection
types, Q-Former and Linear Projection shows that the former is
better suited when cleaner and more variable data is available.

Individual Modality Training

Each modality-to-language projection is trained independently.
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Evaluation: Discriminatory Cross-Modal Reasoning (DisCRn)| Qualitative Examples

Dual-Modality Caption Dataset
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a stone statue featuring a
woman with leaves and flowers
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Entity B. Explanation: The statue 1s made of
and the skeleton 1s made of bones.
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Experiments

Single Modality: Q-Formers
outperform Linear Projections
under cleaner data conditions.
Cross-Modal: Q-Formers are
better at distinguishing between
joint and discriminatory tasks.
Modality Prefix improves
cross-modal and single-modality
performance.
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DisCRn Examples

=, [a man speaks
- and bees buzz
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Q: Which entity has a roof ? Q: Which entity is more likely to be

K A: second / K in a city? A: first /

e
ey In which city is this ..|||.... [~ baa (bleat)]
=y statue located?
A Using the audio and the 3D
& model, what animal is this?

. In which of the two locations are you more
[\ likely to see a child and why?
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Playground is more likely to see a child Models. code. and
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data are available.

because it is a place for kids to play and
have fun.




